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Abstract: IR acts with illustration, storage, organization and 

access to data things. The data would like is expressed by the user 

as a question. Documents that satisfy the user’s questions are 

afore said to be relevant. The documents that aren't involved with 

user’s question are afore said to be irrelevant. Associate degree 

IR engine uses the question to classify the documents during an 

assortment, returning to the user a set of documents that satisfy 

bound classification criteria. There are repositories containing 

giant amounts of unstructured type of text information. Many 

search engines are gift that access these repositories. Not like 

such search engines, the task of accidental data retrieval is, 

finding documents among a corpus that are relevant to the user. 

Typically the relevant documents might not contain the required 

keyword. Even supposing, given term isn't gift within the 

document, the document is also relevant, as quite one terms will 

be semantically similar though they're lexicographically totally 

different. In our project “Semantic primarily based 

mathematician data Retrieval” (SBIR) is employed to retrieve the 

documents with semantically similar terms. Primarily this 

algorithmic program improves the essential “Boolean data 

Retrieval” (BIR) by up its recall and preciseness. The documents 

within the corpus ought to be pre-processed so keep in info like 

MySQL from wherever the documents associated with users’ 

question are retrieved. Users’ question could be a short term. 

Therefore victimisation SBIR algorithmic program variety of 

relevant documents retrieved from info is a lot of as compared to 

straightforward BIR algorithmic program. 

 

Keywords: - Information Retrieval, Semantic WordNet, 

Stemming Algorithm, Boolean Information Retrieval. 

 

I. INTRODUCTION 

Abundant info associated with numerous fields is offered on-line 

now-a-days, which might be utilized by users additionally as 

computers, nonetheless we tend to face difficulties because of 

selection and quantity of information obtainable. one in all the 

core issues faced  by search engines is to search out out whether 

or not a bit of knowledge has relevancy to user or not. There area 

unit numerous different issues concerned like, users typically use 

queries that doesn’t entirely describe their wants, or queries while 

not keywords, or ambiguous queries. In most of the present 

systems, solely those documents that match the question 

lexicographically area unit retrieved. However if a document 

doesn’t contain the word gift in user’s question, that doesn’t mean 

that, that document is orthogonal to user. There area unit three 

basic models of IR, vector IR, Boolean IR, and probabilistic IR. 

Our project history is bothered with “Boolean info retrieval”, as 

our planned system is its increased version. BIR is most generally 

used IR model, and is tried to be economical. In our system 

associate increased version of BIR is planned. BIR is already an 

efficient, economical and wide used IR model. However until 

currently, additional stress was given on solely lexicographically 

similar words. In our system lexicographically additionally as 

semantically similar documents to the users question area unit 

retrieved. thus the algorithmic rule is called as “Semantic 

mathematician info Retrieval system” (SBIR).Many a times it 

happens that, the documents satisfy the user’s question, however 

keywords entered by user area unit absent within the documents. 

Here mistreatment SBIR, linguistics search is performed that 

helps to retrieve such documents. The most purpose of our project 

is to retrieve the documents that each semantically and 

lexicographically satisfies the user’s question. In Section a pair 

of, describes previous add mathematician info model and in info 

retrieval mistreatment WordNet. Section three defines the task of 

planned work, its framework and algorithmic rule alongside the 

steps used. Section four contains the analysis. Finally, the 

conclusion and future work is given in Section 5. 

 

II. RELATED WORK 

Boolean Queries are common in professional search due to 

historic and technical reasons. Commercial IR systems use 

Boolean Queries to decide whether a document is relevant or not. 

The significance of Boolean Information Retrieval (BIR) has been 

revealed in many retrieval systems because of its simplicity [9]. 

The number of studies over the years has shown that Keyword 

Queries are often significantly more effective [6]. However, 

Boolean Queries are self-descriptive helps professionals to 

precisely define their needs. WordNet gives us semantically 

similar words. In most cases morphological variants of words 

have similar semantic interpretations and can be considered as 

equivalent for the purpose of IR applications [1]. Stemming is a 

process of reducing words to its root or base form. Removing 

suffixes is an important process in the field of IR. The Porter 

Stemmer is a context-sensitive suffix removal algorithm [1]. 

WordNet is also used for Document Expansion over the 

documents having minimal textual information. 

[1] E. George Dharma Prakash Raj And R. Thamarai Selvi “An 

Approach to Improve Precision and Recall for Ad-hoc 

Information Retrieval using SBIR Algorithm”, March 2014. 

Information Retrieval is a process of finding the documents in a 

collection based on a specific topic. The information need is 

expressed by the user as a query. Documents that satisfy the given 

query in the judgment of the user are said to be relevant. The 

documents that are not of the given topic are said to be non-

relevant. An IR engine may use the query to classify the 

documents in a collection, returning to the user a subset of 

documents that satisfy some classification criterion. There are 

several search engines to find information in the given 

repositories containing large amounts of unstructured form of text 

data. 

[3] Deepika Sharma, “Stemming Algorithms: A Comparative 

Study and their Analysis”, 2012. 

Stemming is an approach used to reduce a word to its stem or root 

form and is used widely in information retrieval tasks to increase 

the recall rate and give us most relevant results. There are number 

of ways to perform stemming ranging from manual to automatic 

methods, from language specific to language independent each 

having its own advantage over the other. This paper represents a 

comparative study of various available stemming alternatives 

widely used to enhance the effectiveness and efficiency of 

information retrieval. 

[4] Youngho Kim yhkim, Jangwon Seo, W. Bruce Croft 

Automatic Boolean Query Suggestion for Professional Search, 

2011. 
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In professional search environments, such as patent search or 

legal search, search tasks have unique characteristics: 1) users 

interactively issue several queries for a topic, and 2) users are 

willing to examine many retrieval results, i.e., there is typically an 

emphasis on recall. Recent surveys have also verified that 

professional searchers continue to have a strong preference for 

Boolean queries because they provide a record of what documents 

were searched. To support this type of professional search, we 

propose a novel Boolean query suggestion technique. 

Specifically, we generate Boolean queries by exploiting decision 

trees learned from pseudo-labeled documents and rank the 

suggested queries using query quality predictors. 

[5] Eneko A, Xabier A, Arantxa O. Document Expansion Based 

on WordNet for Robust IR. ACM, 2010. 

The use of semantic information to improve IR is a long-standing 

goal. This paper presents a novel Document Expansion method 

based on a WordNet-based system to find related concepts and 

words. Expansion words are indexed separately, and when 

combined with the regular index, they improve the results in three 

datasets over a state-of-the-art IR engine. Considering that many 

IR systems are not robust in the sense that they need careful 

finetuning and optimization of their parameters, we explored 

some parameter settings. The results show that our method is 

specially effective for realistic, non-optimal settings, adding 

robustness to the IR engine. We also explored the effect of 

document length, and show that our method is specially 

successful with shorter documents. 

[6] X. Xue and W. B. Croft. Automatic query generation for 

patent search. In CIKM '09, 2009. 

Patent search is the task of finding relevant existing patents, 

which is an important part of the patent’s examiner’s process of 

validating a patent application. In this paper, we studied how to 

transform a query patent (the application) into search queries. 

Three types of search features are explored for automatic query 

generation for patent search. Furthermore, different types of 

features are combined with a learning to rank method. 

Experiments based on a USPTO patent collection demonstrate 

that the single best search feature is the combination of words and 

noun-phrases from the summary field and the retrieval 

performance can be significantly improved by combining three 

types of search features. 

[7] Laxmi Choudhary1 and Bhawani Shankar Burdak2 “Role of 

Ranking Algorithms for Information Retrieval”, 2008. 

As the use of web is increasing more day by day, the web users 

get easily lost in the web’s rich hyper structure. The main aim of 

the owner of the website is to give the relevant information 

according their needs to the users. We explained the Web mining 

is used to categorize users and pages by analyzing user’s 

behaviour, the content of pages and then describe Web Structure 

mining. This paper includes different Page Ranking algorithms 

and compares those algorithms used for Information Retrieval. 

Different Page Rank based algorithms like Page Rank (PR), WPR 

(Weighted Page Rank), HITS (Hyperlink Induced Topic 

Selection), Distance Rank and EigenRumor algorithms are 

discussed and compared. Simulation Interface has been designed 

for PageRank algorithm and Weighted PageRank algorithm but 

PageRank is the only ranking algorithm on which Google search 

engine works. 

 

III. MODEL AND ALGORITHMS 

A. Precision and Recall 

In IR Precision and Recall are the basic majors used in evaluating 

search strategies for retrieving documents. Recall is defined as the 

ratio of the number of relevant documents retrieved to the total 

number of existing relevant documents. Precision is defined as the 

number of relevant documents retrieved divided by the total 

number of documents retrieved by that search. 

 RELEVANT NON-

RELEVANT 

RELEVANT TP FP 

NON-

RELEVANT 

FN TN 

 

Table1. Systematic and tranditional notations of confusion matrix 

 

TP=True Positive (Correct Result) 

FN=False Negative (Missing Result) 

FP=False Positive (Unexpected Result) 

TN=True Negative (Correct absence of Result) 

The values obtained by the two algorithms BIR and SBIR are 

entered in the confusion matrix for different keywords and the 

precision and recall values are calculated by using the formula 

given below. 

Recall = TP / (TP + FN) 

Precision =TP / (TP + FP) 

 

B. Nonlinear system 

 
Fig. 2 Non-linear System 

 

C. Probabilistic System 

Total number of documents retrieved = Σ xn 

n=1 

Where, 

K – no. of synonyms 

X – No. Of documents retrieved for each synonym 

Probability = Total number of documents retrieved / Total no. of 

documents 

 

D. Static Systems 

Since our system is ad-hoc, it comes under static systems. 

 

E. Time Complexity of proposed system: 

Time complexity = O(nk ) 

Where, 

n – no. of documents in corpus 

k – no. of synonyms 

Every time we will get different time complexities depending 

upon no. of synonyms we get. 

 

F. Space Complexity of proposed system:  

Space complexity = Σn size of each document 
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Space complexity depends upon size of each document, which in 

turn depends upon the no. of words and size of each word. 

 

G. Feasibility Analysis 

NP denotes class of all non-deterministic polynomial language 

problems. NP complete problems are NP problems which are 

solvable in polynomial time. Decision problems are NP 

Complete. According to user’s query we need to decide which 

documents to retrieve and display and in what sequence. 

Whatever is the users’ query, there is always some output to it, it 

may be either an error message or retrieved documents. So our 

system falls under NP complete class of problems.

 

 
Figure 1: Architecture Diagram 

A. SBIR Framework 

Documents that satisfies user query and which are useful for 

user are said to be relevant documents. Documents that doesn’t 

satisfy users’ query are said to be non-relevant documents. An 

ad-hoc information retrieval is finding documents within the 

static database that are relevant to information need specified 

by user in the form of query. The documents in the corpus need 

to be classified based on some criteria, which is used by IR for 

finding relevant documents. In our case, Synset is the 

classification criteria used by IR. User formulates query and 

fires it on static database. The semantic based Boolean 

Information Retrieval approach to Information retrieval 

provides a novel perspective for approaching the task of ad-hoc 

retrieval [1].Hence, finding relevant documents from corpus 

and displaying them to user is the task of Ad-hoc retrieval. 

B. SBIR Algorithm 

The proposed system is used to retrieve information from static 

data set which provides relevant documents which satisfy users 

need. SBIR algorithm retrieves documents from document set 

by obtaining synonyms using WordNet and it gives more 

relevant documents to users need. For finding root words we 

apply porter stemming algorithm. And then the documents are 

retrieved for each stemmed word by Boolean Information 

Retrieval model.  

The proposed SBIR Algorithm is as follows: 

1. Preprocess the documents 

2. Enter a short term query tm 

3. Find semantically similar terms si and assign in T 

4. Find root word sti for each si, in U and assign in S 

5. for each sti in S 

{ 

find the documents d and put them in Di 

} 

6. for each dj in Di 

{ 

display the documents dj 

} 

The steps given in the algorithm are explained below. 

Step 1: Pre-processing 

 Pre-processing is done on documents to extract their 

chapter name, chapter number, line number and paragraphs. 

This information is stored in MySQL Database. We are 

performing this step to retrieve documents from corpus and 

store it into database. And also the keywords are extracted 

from the document by eliminating the stop words and store 

them in the data base. 

Step 2: Enter short term query  

 Prompt user to enter short term query. 

Step 3: Find semantically similar terms 

Find the synonyms from WordNet for users query. WordNet is 

lexical database for English language. It groups English words 

in set of synonyms called synsets provides short definitions 

and usage examples, and record a number of relations among 

this synonym sets or their member. 

Step 4: Find root words 

For finding root words we apply stemming algorithm on 

keywords and synonyms. We use Porter stemming algorithm in 

this system. Root words are used to retrieve relevant document 

from the database. Stemming algorithm is used to various 

language processing, text analysis system, information 

retrieval and database search systems. Porter stemming 

algorithm is used to remove stop words and prefixes from 

keyword and synonyms. 

Step 5: Retrieving relevant documents 
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Using root words, find out the relevant documents’ references 

from database (MySQL). And display relevant documents 

from corpus based on the references. 

 

IV. CONCLUSION 

In this paper SBIR is proposed to enhance the performance of 

Boolean Information Model by improving precision and recall. 

We apply Porter stemming algorithm on short term query and 

synonyms that has been retrieved from WordNet which can 

give the root words. And retrieve the relevant documents from 

database by using that stemmed words. Retrieved documents 

are stored in database. Most relevant documents are displayed 

to user. The proposed system is more user friendly as facility 

of query suggestion is provided to user. 
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